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Abstract
The objective of the study is to establish task scheduling process by examining the various real times scheduling algorithm.

Subsequently, the research attempted to propose a new algorithm for task scheduling in a multiprocessor environment. In

addition, the study planned to implement the new algorithm for the security issues, hardware and software implementation.

For developing real-time scheduling, TORSCHE toolbox is used. A novel algorithm was developed using features of

particle swarm optimization, Cuckoo search, and fuzzy concepts. The findings showed that the proposed algorithm

executes a maximum number of the process at a minimum time.

Keywords Real-time scheduling � Task scheduling � PSO � Cuckoo search � Fuzzy

1 Introduction

MTS or multiprocessor task scheduling refers to the

scheduling of task scheduling within a multiprocessor

environment. This is widely used in an array of computer

applications right from scientific issues to engineering

related ones. A single task is further divided into many

small tasks during a parallel computation and is later

assigned towards multiprocessor environment to execute

simultaneously which would help in quick task execution

and completion. The major aim of such task scheduling is

to lower the overall length of scheduling of application

program which is given. Tasks and the link between them

are generally represented using the weighted DAG or

directed acyclic graph for the task scheduling purpose.

Task scheduling is considered to be an NP-complete issue

in terms of few special cases. Task scheduling generally

contains three principle components [1]: (i) Performance of

Processor; (ii) Tasks mapping with the processors; and (iii)

Task’s order execution. There are two types of tasks

scheduling such as (i) Dynamic tasks scheduling, and (ii)

Static task scheduling [2]. During the static task scheduling

algorithm, the execution time of the tasks the data about the

communication time, and precedence constraint are

revealed during the compilation time. Hence, this is also

known as a deterministic scheduling algorithm. And during

the dynamic task scheduling algorithm, on the other hand,

the data about the tasks are revealed only at the time of

execution. Hence, this is also known as non-deterministic

algorithm [3].

2 Literature review

There are few authors who have conducted their research

towards scheduling algorithms they are as follows. The

study conducted by Kaur and Kaur [4], showed that the

study about different scheduling algorithms and parallel

scheduling strategies was performed. The scheduling

algorithms are studied in a detailed fashion. It offers better

efficiency and lower task completion time when compared

to the rest of scheduling techniques. This study also offers a

complete list that contains performance metrics that states

which algorithms is ideal for comparison. Multiprocessor

task scheduling is applicable to an array of issues where

there are numerous tasks which can be performed on var-

ious processors. The tasks that this study considers are

actually non-preemptive. The multiprocessor scheduling is

explainable using DAG model. The scheduling that is task
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duplication based offers better efficiency and has lesser

completion time when compared to scheduling techniques.

For performance and its improvement, various researchers

have used many heuristics. It is further extendable to

dynamic heterogeneous systems for those applications held

real-time.

Gujarati et al. [5] presented the first analysis of multi-

processor scheduling in this study using the arbitrary pro-

cessor affinities in the perspective of real time. It also

showed that the fixed priority scheduling at the job-level

using the arbitrary processor affinities is generalized rather

than globalized, clustered, fixed priority scheduling at the

job-level which are combined.

Rajak and Dixit [6] presented primary objective of list

task scheduling algorithms was to bring down the overall

execution time. DAG or directed acyclic graph represents

the task scheduling in a multiprocessor environment.

According to Boveiri [7], the aim is to lower finishing

time by mapping the tasks towards the elements of the

processor in a fashion which preserves the precedence

constraints. This issue is said to be NP tough in a general

way and few ones in a restricted way. So there is the need

to use both heuristic and meta-heuristic approaches for

solving the issue in a logical fashion. LA or Learning

automata are the abstract models for interacting with the

stochastic environment; that reforms on its own with the

environment feedback. Even though learning automaton is

said to be a simple component, a group of it might exhibit

complicated behavior even if cooperating with each other,

and can hinder the solutions related to learning algorithm.

In this study, the representation of an ingenious graph-like

learning shows that learning automaton would help in

solving multiprocessor task scheduling issue in a collective

fashion. Many different experiment sets based on real-

world task graphs are performed, and archived results look

highly promising when compared with the older methods

and genetic algorithm. In LA-MTS, the proposed approach

every task in the task graph has the representation of

learning automaton. Hence, the graph that depicts learning

automata is generated based on the task that is given. The

paper also shows that the latest BNP or bounded number of

processors approach for scheduling multiprocessor task-

graph on the learning automata graph was further intro-

duced. According to LA-MTS, the proposed approach of

every task in the task graph has the representation of

learning automation. The first four graphs made an evalu-

ation of LA-MTS in comparison with the traditional BNP

heuristics. In a single graph, LA-MTS delivers the best

performance, and it was equal to GA in the 2nd graph.

Sharma and Kaur [8], in order to solve NP-hard problem

with the help of earlier strategies that follows reasonable

time period. With time, many heuristic procedures pre-

sented and comprehended it. Hence, heuristic methods like

genetic algorithms were considered to be very appropriate

methods to task schedule inside the multiprocessor system.

This study presented GA to represent static task scheduling

within multiprocessor systems that were presented based

on the tasks’ priority and its execution was based on the

task height in the graphs and the rest of parameters and

later scheduling was also performed. The proposed method

was also simulated and later was compared to basic genetic

algorithm. GA generations number and scheduled time

period were considered as directly proportional through the

calculations up to computation of 1000 generations. Our

observation also suggested that the number of tasks allotted

plus the speed up revealed diverse result and didn’t follow

better assumptions and the values obtained with speed up

ranged from 2.5 to 4.5. The experimental simulations were

applied to an algorithm with different task graphs and

generations number and by performing a comparison of

Basic GA, which reveals that proposed algorithm has low

schedule time than the basic GA. So, the proposed algo-

rithm displays better behavior and is efficient enough to

perform as a better scheduling system in various

applications.

From the literature review it is found that there are few

authors who have conducted their studies based upon the

scheduling such as Kaur and Kaur [4], showed that the

study about different scheduling algorithms and parallel

scheduling strategies, however, the study has failed to

extend to dynamic heterogeneous systems for those appli-

cations held real-time. Gujarati et al. [5]. presented the first

analysis of multiprocessor scheduling in this study using

the arbitrary processor affinities in the perspective of real

time,however; the study didn’t concentrate on the domi-

nance of APA-based JLFP scheduling and partitioned JLFP

scheduling. Rajak and Dixit [6] presented primary objec-

tive of list task scheduling algorithms was to bring down

the overall execution time. However, they fail to imple-

ment their study in list scheduling. Sharma and Kaur [8]

aimed to solve NP-Hard Problem with the help of earlier

strategies that follows reasonable time period. However,

the entire above-discussed algorithm fails to implement

areal-time system. Hence in the present study, we aim to

develop an algorithm in order to control the water tank

level.

3 TORSCHE tool box

TORSCHE (Time Optimization of Resources, Scheduling)

Scheduling Toolbox for Matlab is a freely (GNU GPL)

available toolbox developed at the Czech Technical

University in Prague. The toolbox is designed for resear-

ches in operational research or industrial engineering and

for undergraduate courses. The current version of the
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toolbox covers the following areas: scheduling on mono-

processor/dedicated processors/parallel processors, open

shop/flow shop/job shop scheduling, cyclic scheduling, and

real-time scheduling. TORSCHE Scheduling Toolbox is

written in the Matlab object-oriented programming lan-

guage (backward compatible with Matlab environment

version 2007) [9], and it is used in the Matlab environment

as a toolbox. The toolbox includes two complementary

parts. The first one is intended for solving problems from

scheduling theory. Problems from this area or their parts

can, very often, be reformulated to another problem which

can be directly solved by a graph algorithm. For this pur-

pose, the second part of the toolbox is dedicated to graph

theory algorithms. (Fig. 1)

4 Real-time scheduling

When the system surpasses the specific time frame for

producing better results than it would because undesirable

results or fatal result, thereby the system failure will be

considered as occurred. The task that is performed Real

time would occur while few events are triggered and get

repeated in random fashion repeatedly while holding some

timing constraints. Such timing constraints would be taken

into the account during the scheduling of task real time as

shown in Fig. 2.

Even though there are n (n[ 2) processors, the study

author focuses only on three processors and eight unique

tasks. Every task has distinct processing time as well as

releasing time. LPT or longest processing time first and list

scheduling algorithm that is performed with high process-

ing time to very low processing time. The Gantt chart given

above portrays that the processor 1 finished the t4 task with

the longest processing time first. Similarly, processor 2 and

processor 3 finish t2 and t5 that also take the longest pro-

cessing time first. In addition, processor 3 also completed

task t1, which takes smallest processing time. Lastly,

processor 1 completed task 3, after tasks t4 and t5 was

completed in Fig. 3.

SPT is used widely used in interior gateway routing

protocols such as OSPF and IS–IS involves the computa-

tion of a shortest path tree (SPT). In commercial routers,

the calculation of an SPT is done from scratch following

changes in the link states of the network. As there may

coexist multiple SPTs in a network with a set of given link

states, such recompilation of an entire SPT not only is

inefficient but also causes frequent unnecessary changes in

the topology of an existing SPT and creates routing insta-

bility. This involves the measurement of the resistance to

penetration of a sampling spoon under dynamic loading.

The resistance is empirically correlated with some of the

engineering properties of soil such as density index, con-

sistency, angle of internal friction, bearing capacity etc. It

becomes useful for general exploration of erratic soil pro-

file for finding depth to bed rock or hard stratum and to

have an approximate indication of the strength and other

properties of soil, particularly the cohesion less soil, from

which it is difficult to obtain undisturbed samples.

The figure given above is created with the help of list

scheduling algorithm with SPT or shortest processing time.

The Gantt chart showed that it was processor 1 that com-

pleted all the three tasks t5, t2 and t1 and processor 2

finished t8, t6 and t2 tasks while the processor 3 finished t4

and t3 tasks. However, task 1 alone was not finished by any

processor is displayed in Fig. 3.

The figure given above was generated with the help of

list scheduling algorithm that has ECT or Earliest Com-

pletion Time first. The Gantt chart also showed that pro-

cessor 1 finished tasks t4 and t1 and processor 2 finished t5,

Fig. 1 LPT scheduling
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t6 and t2 tasks while the processor 3 finished t7, t8 and t3

tasks in Fig. 4.

Many ECT methods arc applied newly in numerous

industrial and medical processes. ECT is discovered in

research from many parts for example how to rebuild

accurate imageries of the thing under consideration,

implantation of real-world recognition schemes and/or

image viewing strategies. It has non-linear features and the

number of the capacitances dimensions are a lesser com-

pared to number of pixels for image to be renovated. So,

the inverse problem is an under determined problem.

Moreover, the sensitivity field of ECT is contained as not

frequently distributed, and the reverse problem equation is

in a seriously abnormal state. Therefore, image recon-

struction algorithm is considered as a bottleneck for the

development of an ECT, and a real time and high precise

image reconstruction algorithm is required.

The Gantt chart given in Fig. 5 portrays that the 5 dif-

ferent tasks which are t5, t4, t3, t2, and t1 have the unit

release time. Hu’s algorithm is suitable for scheduling unit

release time tasks using precedence constraints (in the

tree). The tasks were completed one after one, on the basis

of in-tree notation levels.

For EST sequences, some hundred clear bases are

formed as of each sequencing read, and yet a full gene

transcript may be several thousands of bases long. In

widely obtainable records, EST length differs as of less

than 20 to over 7000 base pairs, with an average length of

360 base pairs and standard deviation of 120 base pairs.

Perceptibly, not all of these sequences are true single-read

tags, but they are submitted and accepted as such, bringing

extra complications to EST analysis. There is significant

diversity in EST generation methods. Important thing is

with random primers, and it gives in production of frag-

ments deprived of direction, creating from different non-

Fig. 2 SPT scheduling

Fig. 3 ECT scheduling
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overlapping parts of the same mRNA. ESTs provide a ‘‘tag

level’’ suggestion with an expressed gene sequence, trading

quality and total sequence length for the high quantity of

samples.

Based on the figure above, processor 1 finished both t4

and t2, which are the unit release time tasks. Also, pro-

cessor 3 and 2 finished the t5 task and t3 task, the unit

release time ones respectively. In the meantime, tasks t3,

t4, and t5 were also completed.

Hu’s algorithm permits to produce a task implementa-

tion schedule resultant in the least execution period for a

given number of computers. In the generation of the opti-

mal schedule of task execution, initial input data is a graph

showing the sequence and the relationship of these tasks.

The arrow near the task t2 shows it was under process,

after task t3 and t40s completion. Also, it was tough to do

task after completing task t2. Figure 6 shows the flow

diagram of this process.

5 Existing and proposed algorithm

5.1 PSO

Adaptation of particle swarm has proved to be successful

for optimizing an array of functions that are continuous

[10, 11]. The algorithm that has the metaphor as the basis

to facilitate social interaction, which makes a search on

space by making adjustments to the trajectories of indi-

vidual vectors, referred to ‘‘particles’’ as they are consid-

ered as the points that move within the multidimensional

space [12–14]. The plot for PSO algorithm for water tank

control is shown in Fig. 7.

Fig. 4 EST scheduling

Fig. 5 Hus algorithm results
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The diagram exhibited above shows the particle’s

velocity with many iterations. During the first iteration, the

particle’s velocity was too high up to 2.9. Then in the

second and third iteration, particle’s velocity was low by

2.5 and 2.0 respectively. The particle’s velocities were

gradually low when there is a rise in a number of iterations.

The velocity was zero soon after the sixth iteration.

5.2 Cuckoo search algorithm

CS algorithm has the cuckoo breed’s parasitic behavior as

its basis that teams up with some fruit flies’ and birds’

follow Levy flight behavior. Few breeds of Cuckoo birds

often lay the eggs inside the communal nests. When the

host bird finds out that the eggs do not belong to it, the bird

either tries to throw away the eggs or leave sits nest

immediately to build a new one somewhere [15]. Fig. 8

shows the relation between cost and cuckoo iteration based

on cuckoo search algorithm.

Figure 8 is given also ndicates that there prevails link

between the duration of time and the tank’s water level.

When the time duration is high in value, then the tank’s

water level also rose. Hence, the value of the cost indicates

the time duration and iteration notify the level of water.

5.3 Fuzzy logic

Fuzzy techniques are used in a successful way to control in

various fields, Researchers and Engineers consider fuzzy

logic algorithms at present for implementing in Embedded

Systems, which performs intelligent functions. Fuzzy logic

controller delivering better performance is the best one

than the traditional controller, which is proved by various

researchers [16] as shown in Fig. 9.

The figure is shown above also indicates the presence of

tank’s water level. It also showed that when time is high,

the water level also raises. Later, it remains constant and

then decreases.

5.4 Proposed algorithm

The proposed algorithm is said to be a blend of ACO, PSO,

and FUZZY. This proposed algorithm can also be utilized

to control the level of water level inside the tank. The

Matlab 3D view for this process is shown in Fig. 10.

Fig. 6 Graphical representation

Fig. 7 PSO algorithm
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Fig. 8 Cuckoo search algorithm

Fig. 9 Fuzzy logic

Fig. 10 Novel algorithm
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Pseudo Code for Novel Algorithm: 

Initialization: Initialize position vector and velocity vector of each particle define global arrays 

for membership functions 

Calculating pbest: Each particle in the pbest is assigned its best position value. If the particle 

current fitness value is better than particles pbest, then replace pbest with current position 

Calculating gbest: Select the particle’s with best fitness value from all particle as gbest

Updating: Update each particle’s position vector and velocity vector

x= [0:0.02:1]; 

y= [0:0.02:1]; 

z=@(x,y) (10+20.*x.*(exp(-2*x)-exp(-2*y))./(x-y)-5.5).^2 +(10+20*x.*(exp(-7*x)-exp(-

7*y))./(x-y)-6).^2 +(10+20*x.*(exp(-9*x)-exp(-9*y))./(x-y)-7.1).^2 ;+(10+20*x.*(exp(-

9*x)-exp(-9*y))./(x-y)-6.1).^2 +(10+20*x.*(exp(-14*x)-exp(-14*y))./(x-y)-7.2).^2; 

while (t Fj ), replace j by the new solution; 

end 

Calculating the fitness function 

Choose a nest among n (say, j) Randomly 

if (Fi > Fj ), 

replace j by the new result;  

end 

A fraction (pa) of worse nests isuncontrolled and new  

Ones are built; 

Keep the best solutions (or nests with quality results); 

Rank the solutions and discover the present best 

end while 

 Post process results and visualization 

end 

6 Water tank control

Water tank system is used to illustrate both advanced and

traditional multivariable strategies. In Shingare and Joshi

[17] quantitative feedback theory has been employed to the

robust controller in order to regulate the level of liquid in

two glass tanks. A multivariable laboratory process of four

interconnected water tanks is considered in Vadigepalli

et al. [18] for robust control and modeling of the tank level.

In Vadigepalli et al. [18], flow and temperature of a water

tank system are controlled employing a backstepping

method, whereas a four-tank system laboratory experiment

is designed in Rusli et al. [19] to illustrate the effects that

time-varying dynamics can have on controllability. Also, a

predictive fuzzy modeling technique is employed in

Liutkeviius and Dainys [20] for analysis of a closed water

tank. Furthermore, they applied Internal Mode Control–

based robust tunable controller design technique to a water

tank control system in Duan et al. [21].

7 Comparison of the proposed approach
with existing method

In order, the compare the proposed methodology with the

existing method the study has adopted three methods FCFS

(First come first server), SJF (Shortest job first), RR

(Round robin). In our present, the proposed methodology is

been compared in terms of turnaround time, burst time, and

waiting time.

7.1 FCFS

It is a non preemptive scheduling algorithm, in this pro-

cedures are reserved in a line which are performed one by

one. If new procedure attains means then it will go in the

end of the queue. Therefore, it is the final procedure in the

queue. Here and now, if an innovative procedure reaches

after this procedure, that innovative procedure develops the

previous method in the queue. When a running procedure is

choked the following procedure in the queue is run and the

blocked process (when it is ready) is placed at the end of

the queue. It is frequently used in batch systems. This
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FCFS algorithm is very easy to implement. but it is non-

preemptive, CPU usage can be wasted in some situations.

7.2 SJF

It is a non-preemptive, pre-emptive scheduling algorithm.

Finest method to diminish waiting time. Easy to implement

in Batch systems where needed CPU time is known in

advance. Incredible to implement in interactive schemes

where essential CPU time is not known. The computer

should know in advance how much time process will take.

7.2.1 Advantage

1. Short processes are handled very quickly.

2. The system also requires very little overhead since it

only makes a decision when a process completes or a

new process is added.

3. When a new process is added the algorithm only needs

to compare the currently executing process with the

new process, ignoring all other processes currently

waiting to execute.

7.2.2 Disadvantage

1. Like shortest job first, it has the potential for process

starvation.

2. Long processes may be held off indefinitely if short

processes are continually added.

7.3 RR

It is a preemptive scheduling algorithm. In this algorithm,

each procedure is measured as equivalent. A time interval

to run known as quantum is assigned to every process. A

queue is preserved by quantum to each procedure. After a

process has finished its quantum, it is placed at the end of

the queue and a new process is run from the queue. Round

Robin scheduling algorithm is used for personal computers

and servers. The performance of the Round Robin

Scheduling Algorithm relies on the size of the time quan-

tum. At one extreme, if the time quantum is extremely

large, cause less response time and it is similar to FCFS. If

the time quantum is extremely small this causes too many

context switches and lowers the CPU efficiency.

Figure 11 described the comparison of turn-around time

with existing algorithm and proposed advanced PSO

algorithm. It is found that in all the process advanced PSO

outperforms the existing algorithms like FCFS, SJF, and

RR.

In the Fig. 11, the value of FCFS in process 1 (P1) is

2.25%, for P2 is 3.20% and for P3 is 1.9%. The value of

SJF for P1 is 1.12%, for P2 is 2.13% and for P3 is 2.16%,

and P4 is 3.27%. The value of RR for P1 2.25%, for P2 is

4.27% and for P3 is 3.27%. Compared to these results

proposed Modified PSO results gives better results as

shown in above Fig. 11.

Figure 12 described the comparison of burst time with

existing algorithm and proposed advanced PSO algorithm.

It is found that in all the process advanced PSO outper-

forms the existing algorithms like FCFS, SJF, and RR.

Ian the above Fig. 12, The value of SJF for P2 is 1.5%,

P3 is 3.10% and for P4 is 6.23%. The value of RR for P2 is

7.35% and for P3 is 9.31% and for P4 is 6.23%. Compared

to these results proposed Modified PSO results gives better

results as shown in above Fig. 12, like Modified PSO value

for P1 is 2.100%, P2 is 10.50%, P3 is 12.42% and P4 is

8.31%.

Figure 13 described the comparison of burst time with

existing algorithm and proposed advanced PSO algorithm.

Fig. 11 Comparison of turnaround time

Fig. 12 Comparison of the burst time
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It is found that in all the process advanced PSO outper-

forms the existing algorithms like FCFS, SJF, and RR.

In this above figure, the value of FCFS in process for P2

is 10%, for P3 is 17% and for P4 is 23%. The value of SJF

for P1 is 5%, for P2 is 10% and for P3 is 23%. The value of

RR for P1 35%, for P2 is 31% and for P3 is 23%. Modified

PSO value for P1 is 100%, P2 is 50%, P3 is 42% and P4 is

31%.

8 Conclusion

Based on the results attained, it is found that the proposed

modified PSO outperforms the existing algorithms such as

FCFS, SJF, and RR. The proposed modified PSO tech-

nique method is designed in such a way that it controls

the water level in the tank system, and gives better results

than existing techniques. It is also found that the waiting

time, turnaround time and burst time is tending to be

higher in proposed algorithm. In future, it can be exten-

ded to implement in any other real-time application.

Priority driven preemptive scheduling is the one used in

most time-sharing systems. In this we introduced novel

algorithm in proposed technique. It is useful in many real-

time applications such as; In non-real-time systems, the

priority of a job changes depending on whether it is CPU-

bound or I/O-bound. Static table-driven scheduling

resources are required to meet the deadlines of safety–

critical tasks must be reallocated so that they can be

guaranteed a priority. Static table-driven approaches used

for the analysis of static schedule ability. Dynamic plan-

ning-based approaches results of the feasibility analysis is

a schedule or plan that is used to decide when a task can

begin execution.
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